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On the morning of April 9, 
2009, researchers in the Posi-
tion, Location And Navigation 
(PLAN) group at the University 

of Calgary received an e-mail from a col-
laborator in the United States asking for 
assistance in assessing the performance 
of the new L5 test signal. 

The signal was due to begin trans-
mission from GPS space vehicle num-
ber (SVN) 49 the following morning at 
6 a.m. local time in Calgary. We were 

informed that the test signal would 
be transmitting the pilot component 
of pseudorandom noise (PRN) code 
63, contrary to the L1 and L2C signals 
broadcast from the same satellite, which 
would broadcast PRN 1 signals.

At that time the finishing touches had 
recently been made to the latest genera-
tion of the PLAN group’s GNSS software 
Navigation receiver, a multi-system, 
multi-frequency software receiver. This 
receiver was already L5-capable, having 
been tested on signals from a hardware 
simulator; however, some modifications 
were still required to enable processing 
of the test signal. Within 15 minutes of 
receiving the SVN 49 signal specifica-
tions, the necessary modifications had 

been made and the receiver was ready 
to be tested.

Less than 24 hours later one of the 
authors (Dr. Borio) arrived in the PLAN 
laboratory, ready to begin recording the 
raw IF samples. Using a triple-frequency 
front-end and a RAID array, over one 
hour’s worth of synchronous, high-rate 
data was collected in the L1, L2, and L5 
frequency bands, both before and after 
the 6 a.m. switch-on of the L5 signal. 
(See the sidebar, “A Signal Monitoring 
Tool,” for a discussion of the results from 
these observations of SVN 49.)

As shown in Figure 1, the receiver 
modifications worked perfectly and all 
signals from SVN 49 (shown as GPS.1 in 
the figure) were tracked successfully.
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Although neither the L5 nor L2 sig-
nals contain any navigation message, we 
were still able to generate pseudorange 
measurements by sharing the naviga-
tion information from the L1 signal. 
Unfortunately, the ephemeris informa-
tion provided by the satellite is unreli-
able and so these extra pseuodorange 
measurements are not used in the navi-
gation solution.

Notably, SVN 49’s L2 carrier-to-noise 
(C/N0) levels are considerably lower than 
the L1 levels. The variation in this differ-
ence corresponding to changes in satel-

FIGURE 1  Screen shot showing simultaneous tracking of L1, L2, and L5 signals from SVN 49. For 
clarity GPS L1 C/A signals are indicated in green, L2C signals in yellow, and the L5 signal in blue.

Software	receivers	are	not	only	research	tools	for	the	development	and	test	of	
new	navigation	and	positioning	algorithms.	The	flexibility	of	software	archi-
tectures	enables	them	to	record	several	pieces	of	information	that	are	not	
limited	to	position	and	velocity.	Correlator	and	discriminator	outputs,	fre-
quency	and	phase	lock	indicators	and	several	synchronization	messages	are	
just	a	few	examples	of	the	parameters	that	a	software	receiver	makes	available	
to	users	and	researchers.	

Hardware	receivers	are	unable	to	provide	the	same	level	of	acces-
sibility	to	the	GNSS	signal	and	its	parameters.	In	this	respect,	a	soft-
ware	receiver	can	become	a	sophisticated	signal-monitoring	tool.

A	clear	example	is	provided	by	the	PLAN	group’s	GNSS	software	
receiver,		which	has	been	successfully	used	for	the	analysis	of	the	L5	
signal	broadcast	by	SVN	49.	Moreover,	the	ability	of	this	receiver	to	
process	simultaneously	and	synchronously	data	sets	from	different	
frequencies	—	L1,	L2,	and	L5	in	this	case	—	has	revealed	consistent	
timing	relationships	between	the	L5	signal	anomalies	and	the	start	
of	the	L2CL	epochs.	

The	complex	correlator	outputs	(1	millisecond	coherent	integra-
tion)	generated	by	the	software	receiver	processing	a	data	set	recorded	
a	few	minutes	after	SVN	49	started	broadcasting	the	L5	signal	(April	
9,	2009,	6	a.m.,	Calgary	local	time)	are	shown	in	Figure 1.	Spikes	are	
clearly	present	in	the	quadrature	component	of	the	L5	signal	and	are	
caused	by	phase	jumps	in	the	transmitted	signal.	

In	Figure	1,	the	L5	complex	correlator	outputs	are	compared	against	the	
code	phase	of	the	L2CL	signal.	The	jumps	in	the	L5	quadrature	components	are	
perfectly	aligned	with	the	start	of	the	L2CL	epochs	(which	in	turn	are	aligned	
to	the	X1	epochs	in	the	transmitter).

Since	the	phase	jumps	and	the	anomalies	in	the	quadrature	components	
repeat	periodically	every	1.5	seconds,	the	approach	described	in	Figure 2	was	
adopted	to	extract	the	average	behavior	of	the	correlator	outputs.	The	corre-

lator	outputs	were	grouped	
in	blocks	of	1.5	seconds	
duration	and	averaged	in	
order	to	remove	the	noise	
effects.	Thus,	the	one-mil-
lisecond	correlator	outputs	
were	 divided	 into	 1,500	
bins,	and	averaging	was	
conducted	over	all	outputs,	
which	are	separated	by	1.5	
s.	The	average	was	per-
formed	over	a	total	dura-
tion	of	20	minutes.

Figure 3	 shows	 the	
phase	 of	 the	 averaged	
correlator	 outputs:	 a	
phase	jump	of	about	-55	
degrees	clearly	emerges.	
Moreover,	other	secondary	
peaks,	regularly	spaced	by	
80	milliseconds,	can	also	
be	 observed.	 Note	 that	
the	“zero”	correlator	bin	
corresponds	 to	 the	 first	
millisecond	after	 trans-
mit	 time	 was	 extracted	
on	the	L1	signal	(i.e.,	that	
time	at	which	the	first	Z-
count	was	encountered).	
Similar	results	have	been	
obtained	 by	 processing	
different	datasets,	show-
ing	the	consistency	of	the	
L5	anomalies.

FIGURE 1  Comparison between the L5 correlator outputs (1 ms 
integration) with the code phase of the L2CL signal. Phase 
jumps in the transmitted L5 signal induce residual power in the 
quadra-phase component of the L5 signal. These phase jumps 
are synchronous with the beginning of the L2CL code periods.

FIGURE 2  Processing scheme adopted for the analysis 
of the L5 signal anomalies. The L5 complex correlator 
outputs are grouped in blocks of 1.5 seconds (1,500 
bins) and averaged in order to reduce the noise ef-
fect. The average is performed over a total duration 
of 20 minutes.

FIGURE 3  Mean phase anomaly observed on the L5 data 
transmitted by the SVN 49. A phase jump of approxi-
mately -55 degrees occurs every 1.5 seconds at the 
beginning of each L2C/X1 epoch. Secondary phase 
jumps, regularly spaced by 80 milliseconds, can also 
be observed.

A	Signal	Monitoring	Tool
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lite elevation leads us to conclude that 
the variation results from three factors: 
1) the difference in transmitted power 
(nominally 1.5 decibels), 2) the differ-
ence in receiver antenna gain pattern in 
the L1 and L2 frequency bands, and 3) 
the three-decibel loss from processing 
the L2CM and L2CL codes separately.

The key to the success of the L5 
experiment is, in a word, design. Soft-
ware receiver implementation in the 
PLAN group has gone through a num-
ber of design cycles since it began in 
2004, with work on the latest incarna-
tion, beginning in mid-2006. 

This article will describe the objec-
tives, design challenges, and engineering 
solutions that led to creation of PLAN’s 
GNSS software receiver. It will also dis-
cuss the features and applications of 
software receivers in general and the 
PLAN receiver in particular.

The	Secret	to	This	Success
The original version was a flexible single-
frequency receiver, capable of processing 
GPS and Galileo signals in the L1 band 
using a variety of processing strategies, 
including standard, vector-based, and 
ultra-tight integration of GNSS with 
inertial navigation systems (INS). 

By May 2008 it was clear that a re-
design was necessary in order to expand 
the receiver in a number of key ways:
• to more easily introduce multi-fre-

quency support
• to simplify the addition of new sys-

tems and signals
• to separate the high rate signal pro-

cessing tasks to ease the integration 
of co-processors and thus improve 
efficiency.
A design process involving many 

months of discussion, testing, and re-
testing led to the current receiver archi-
tecture, which is illustrated schemati-
cally in Figure 2.

The key components of a software 
receiver that we identified during this 
process are 1) a front-end, 2) a process-
ing manager, 3) a list of satellites and 4) 
a navigation solution. With this in mind, 
an object-oriented software architecture 
was developed in C++ to parallel these 
components. 

We made a particular effort to define 
simple, yet comprehensive interfaces 
for related objects (e.g., all front-end 
objects). In so doing, a GNSS receiver 
can be “composed” (to use programming 
jargon) using any objects that conform 
to the defined interfaces. In turn, this 
provides a very high level of flexibility 
and code re-use.

In Figure 2, front-end objects act as 
a source of synchronized samples from 
one or multiple frequency bands. The 
processing manager object is respon-
sible for performing all high-rate pro-
cessing on a per-signal basis. Usually 
this consists of performing the Doppler 
removal and correlation (DRC) — also 
called baseband mixing and despread-
ing, respectively — but other operations 
are also possible, such as implementa-
tion of multi-access interference mitiga-
tion techniques. 

Each satellite object encapsulates a 
set of signals which are acquired and 
tracked in channels (either individually 
or in groups), and from which measure-
ments are obtained. These objects can 
use any strategy they choose to perform 
the receiver operations, as long as they 
conform to the interfaces as defined by 
the base class object. 

The receiver uses a “factory” cre-
ational pattern (again, more jargon) to 
create new satellite objects. Finally, the 
navigation solution object accepts satel-
lite observations (pseudorange, pseu-
dorange rate, and carrier phase) and 
ephemeris objects and then solves for 
position, velocity, and time. The receiver 

is responsible for managing the interac-
tion between these various objects.

Under this design, the receiver 
accepts a front-end, a processing man-
ager, a satellite factory, and a navigation 
solution at start-up, and does not need 
to be aware of the particular algorithms 
used by each object to achieve its tasks. 
Such a general structure greatly speeds 
up development time.

A	Multitude	of	Multiplicities
We are entering a golden age in GNSS 
research. With multiple GNSS systems, 
each transmitting multiple signals on 
multiple frequencies, the opportuni-
ties for research and development are 
manifold. As has been well document-
ed elsewhere, software receivers pro-
vide an excellent platform for exploit-
ing these opportunities. However, we 
believe that the structured approach 
undertaken by the PLAN group repre-
sents a distinct way forward in receiver 
development.

The L5 anecdote related at the start of 
this article reveals one advantage of the 
structured approach: adaptability. We 
have found this structure to be incred-
ibly useful on numerous occasions. For 
example, in late March 2009 we decided 
to add GLONASS capability to the PLAN 
receiver. With only a few hours (about 
three) of design and programming, the 
ability to acquire and track GLONASS 
C/A signals on both L1 and L2 had been 
added to the receiver. 

The addition of navigation message 
decoding and satellite trajectory calcu-

FIGURE 2  Structural overview of the PLAN software receiver (dotted lines represent optional items 
or data flow)
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lations required some additional work 
(not least of which was deciphering the 
GLONASS interface control document, 
or ICD). Nonetheless, the generic struc-
ture of the receiver meant that no receiv-
er level modifications were required. 

The receiver still handles generic 
“satellite,” “ephemeris,” and “observa-
tion” objects, and remains agnostic as to 
the particulars of these objects. Figure 3 
presents one of the first GPS/GLONASS/
GIOVE L1 data sets that we processed, 
in which seven GLONASS satellites, nine 
GPS satellites, and the Giove-B satellite 
are all clearly present.

In addition to the ability to track 
multiple systems at multiple frequencies, 
the PLAN receiver is also able to apply a 
variety of higher level integration algo-
rithms. At present, the receiver has the 
capability for stand-alone, vector-based, 
and ultra-tight GNSS/INS integration. 

We have tested the receiver using 
GPS L1/L2C measurements in the ultra-
tight configuration mode and, although 
too few L2C-capable satellites are oper-
ating at present to compute a stand-
alone navigation solution, the results 
are promising. The receiver has also 
been successfully used in high-accuracy 
carrier-phase data-processing software 
packages.

More esoteric processing strategies 
are also possible using this structure. For 
example, the Galileo E1a signal consists 
of two side-lobes separated by a little over 
30 megahertz. The software receiver is 
capable of tracking either the wideband 
signal or the narrow band side-lobes 
(upper and lower). Figure 4 shows the 

Doppler measurements obtained from 
each of the three E1a signal components. 

Independently processing the full 
E1a signal and its side-band compo-
nents allows comparative analysis of the 
measurements obtained from the differ-
ent channels. In addition, the Figure 4 
inset shows our receiver simultaneously 
processing all five components of the 
GIOVE-B E1 signal. 

challenges
The software receiver structure described 
here yields many benefits. However, a 
number of challenges associated with 
the software receiver approach remain. 
Primary amongst these is the issue of 
data throughput.

As with any design process, many 
trade-offs have been made in developing 
the PLAN receiver. In particular, receiv-
er designers commonly expect that flex-
ibility comes at the cost of speed. Indeed, 
the use of an object-oriented approach 
is often advised against on the grounds 
that it is inherently less efficient than a 
purely procedural approach. 

In the face of this expectation, one 
of our primary goals while designing 
the receiver was to enable more efficient 
computation of the high-rate processes 
in the receiver, while maintaining a high 
degree of flexibility and adaptability. The 
identification of the processing manager 
object referred to earlier was the key to 
achieving this goal. 

In our experience, much greater 
computational eff iciencies can be 
achieved by bringing all the high-rate 
computations together, such that all 

FIGURE 3  Screenshot of the software receiver tracking signals from three constellations (GPS, 
GLONASS, GIOVE). Note that the SV Giove.16 corresponds to the GIOVE -B satellite, as per the GIOVE 
ICD. For clarity GPS signals are indicated in green, GLONASS signals in magenta and GIOVE signals 
in orange.
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the information required to perform 
the Doppler removal and correlation 
operations for all signals is available in 
one object at the same time. This struc-
ture has the added advantage of enabling 
the integration of co-processors, such as 
field programmable gate arrays (FPGAs) 
and graphics processing units (GPUs) 
with relative ease.

A clear demonstration of the ability 
of the PLAN software receiver to handle 
large computational burdens in an effi-
cient manner appeared in late March of 
this year, when the software was suc-
cessfully interfaced to a commercially 
available, 12-channel portable (being in 
a USB flash drive form factor), L1-only 
front-end. This front-end has a sampling 
rate of slightly greater than 16 Msps and 
an IF bandwidth of approximately four 
megahertz. 

Running on a laptop PC with two 
gigabytes of RAM and dual-proces-
sors, the PLAN receiver is capable of 
acquiring, tracking, and navigating 
in real time, using up to 12 channels 
simultaneously. Note that this includes 
both GPS and Galileo/GIOVE constel-
lations. This real-time receiver uses only 
the CPU cores on the PC and does not 
take advantage of any GPU co-proces-
sors that may be present.

The remaining key challenge in 
GNSS software receiver design is the 

availability of hardware for down-con-
verting and digitizing the variety of RF 
spectral bands that are now of interest 
to GNSS researchers. The commercially 
available L1 front-end is one of only a 
handful of complete designs available on 
the market at present that easily inter-
face with PC hardware. Very few cur-
rently offer more than single-frequency 
operation, and none that we are aware of 
currently offer the flexibility to acquire 
signals from all bands of interest. 

At present, the PLAN group uses 
a high-fidelity vector signal analyzer 
(VSA) in conjunction with a RAID array 
to acquire high rate, synchronous multi-
frequency data on up to three frequency 
bands at a time.

Summary
The modular design adapted for PLAN’s 
software receiver greatly facilitates 
research in many areas of GNSS signal 
and navigation processing. The ability to 
quickly add new signals, new systems, 
and new signal processing techniques 
was a fundamental goal of the design 
process, and the success of this approach 
has been demonstrated through a num-
ber of examples.

A common misconception suggests 
that a software receiver designed entirely 
in C++ would be too cumbersome and 
slow to operate in real time. On the con-

trary, the PLAN receiver can operate in 
real-time with up to 12 channels at sam-
pling rates of over 16 Msps.

Much research and development 
work remains to be done, even within 
the constraints of the software receiver 
as defined in Figure 2, and certainly a 
whole world of possibility exists beyond 
this specific definition. Signal quality 
monitoring, high-sensitivity operation, 
atmospheric modeling, and synthetic 
aperture radar applications are only a 
few of the potential further uses of the 
software receiver.

We also recently commenced devel-
opment of a graphical user interface 
(GUI) to replace the current console 
interface. Although this development 
does not contribute directly to the 
research goals of the PLAN group, the 
ability to visualize receiver data at run-
time can be very useful for quick identi-
fication of interesting phenomena, such 
as RF interference.

Manufacturers
The software receiver developed by the 
University of Calgary PLAN is the GNSS 
Software Navigation Receiver (GSNRx), 
which has been licensed to a number of 
third parties. The L1-only front-end 
used for real-time development of the 
GSNRx is the SiGe GN3S Sampler avail-
able from Sparkfun <www.sparkfun.
com>, Boulder, Colorado, USA. (The 
GN3S Sampler was co-developed by 
the University of Colorado Aerospace 
Department and SiGe Semiconductor, 
Ottawa, Canada, to make the software 
for SiGe’s SE4110L GPS front-end ASIC 
work with GNU/Linux. The Sampler 
incorporates the ANT-555 L1 patch 
antenna from Onshine Enterprise 
Company Ltd., Chung Ho City, Tai-
pei, Taiwan. However, most of PLAN’s 
post-mission testing uses the NovAtel 
702 GG antenna from NovAtel, Inc., 
Calgary, Alberta, Canada, and, for the 
L1/L2/L5 work, the NovAtel 704-X.) 
The vector signal analyzer (VSA) is the 
NI PXI-5661 2.7 GHz RF Vector Signal 
Analyzer from National Instruments, 
Austin, Texas, USA. The hardware 
simulator used to test the GSNRx is the 
GSS7700 from Spirent Communica-

FIGURE 4  Estimated Doppler for GIOVE-B E1a upper, lower and combined signals. Inset shows a 
screen shot of the receiver simultaneously tracking E1a, E1b, E1c as well as the upper and lower 
sidelobes of E1a from the same satellite.
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tions, Paignton, England. The  GSNRx runs on a PC computer 
with an Intel Core 2 Duo processor from the Intel Corpora-
tion, Santa Clara, California, USA.
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