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A completely GPS-based naviga-
tion solution is generally not 
feasible in GNSS signal–chal-
lenged environments such as 

urban canyons. However, even in these 
difficult environments a partial set of 
GPS signal measurements may still be 
available. For instance, one or two sat-
ellites are generally still visible even in 
dense urban canyons. 

This limited GPS ranging infor-
mation is insufficient for a complete 
three-dimensional (3D) positioning 

and timing. However, we can exploit it 
to improve the efficiency of alternative 
navigation aids such as vision-based 
navigation. Specifically, partial carrier 
phase measurements can be applied for 
accurate (centimeter-level) initialization 
of ranges to features that are extracted 
from video images. 

Once feature ranges have been ini-
tialized, a 3D image-based navigation 
option is enabled and can be applied 
for accurate navigation in GPS-denied 
scenarios.

When GNSS  
    Goes blind

As accurate and widely available as GNSS service is, it still cannot be fully accessed 
everywhere, at all times, and under all conditions. In recent years, the search for seamless 
uninterrupted positioning, navigation, and timing has investigated a variety of other 
technologies that could be combined with GNSS to provide a more robust utility. This 
article looks into the feasibility of exploiting vision-based measurements for navigation 
and presents a method for using a limited number of GPS carrier phase measurements 
with features that are extracted from images of a monocular video camera.
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Vision-based navigation serves as 
a viable augmentation option to GPS. 
However, a fundamental limitation of 
vision-based approaches is the unknown 
range to features that are extracted from 
video images. 

Stereo-vision methods can be used, 
but their performance is directly deter-
mined by the stereo baseline. This lim-
its the application of stereo-vision for 
small platform cases, such as miniature 
unmanned aerial vehicles (UAVs) and 
hand-held navigation devices. 

Depth information of monocular 
images can be initialized using platform 
motion to synthesize a baseline. In this 
approach, rather than observing a scene 
using two different cameras simultane-
ously (stereo-vision), the scene is observed 
sequentially from two different locations 
by the same camera (synthetic stereo-
vision). If the synthetic baseline can be 
measured somehow, the image depth can 
be readily estimated in a manner similar 
to stereo-vision depth resolution. 

As one option, we could measure 
the synthetic baseline using an inertial 
navigation system (INS). However, this 
approach leads to a correlation between 
inertial errors and range errors, which 
increases the drift of a vision-aided iner-
tial system unless motion maneuvers are 
performed to decorrelate the errors. 

Another method for measuring the 
synthetic baseline is to use GPS carrier 
phase measurements. GPS carrier phase 
provides relative ranging information 
that is accurate at a millimeter to sub-
centimeter level. This accurate range 
information can be directly related to 
the change in platform location between 
images (i.e., to the synthetic baseline). 
Specifically, a projection of the position 
change vector onto the platform-to-sat-
ellite line-of-sight (LOS) unit vector is 
related to the change in the carrier phase 
between two images. 

This method uses a temporal change 
in the carrier phase to eliminate the 
need for resolving integer ambiguities. 
Moreover, it does not require us to esti-
mate position change from carrier phase 
changes first and then apply the delta 
position estimate for the range initial-
ization. 

As shown later in this article, car-
rier phase observables can be directly 
combined with vision observables for 
the accurate estimation of ranges to 
features that are observed by a mon-
ocular camera. In this case, the monoc-
ular image depth can be still resolved 
even if a limited number of GPS sat-
ellites (less than four) is available and 

position change cannot be estimated. 
The original motivation for vision/

GPS integration was to use carrier phase 
for the image depth initialization. Once 
the image depth is resolved by estimat-
ing ranges to vision-based features, 
vision-only navigation remains enabled 
in case that GPS becomes completely 
unavailable. 
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gnss	goes	blind

In addition to depth resolution, accurate estimates of delta 
position and orientation serve as by-products of the carrier 
phase GPS/vision estimation algorithm. Delta position is 
defined as the change in the platform position vector between 
consecutive measurement updates. We can apply delta posi-
tion estimates to reconstruct platform trajectory for applica-
tions such as guidance and control. 

Research has demonstrated that delta position can be esti-
mated at a sub-centimeter level of accuracy under open-sky 
GPS conditions. (See, for example, the article by F. van Graas 
and A. Soloviev cited in the Additional Resources section near 
the end of this article.) The vision/GPS method that we pres-
ent here extends accurate delta position capabilities to cases of 
limited GPS availability. 

Our algorithm also provides estimates of the camera’s ori-
entation, particularly, an estimate of the heading angle. The 
availability of estimated heading especially benefits integration 
with low-cost inertial applications where heading is not signifi-
cantly observable except during acceleration and/or turning 
maneuvers.

This article focuses on use of the GPS/vision integration 
approach for the case of point features. However, the approach 
can be generalized for other feature representations (such as, 
for example, line features or planar surfaces).

GPS/vision estimation can operate under a very limited 
GPS availability. Specifically, it only requires one satellite if the 
receiver clock has previously been initialized and the camera’s 
orientation is known. Two satellites are needed for the case of 
a calibrated clock but unknown orientation, and three satellites 
are required if both clock and orientation are unknown. 

In this article, we will first offer a conceptual explanation 
of the GPS/vision integration method followed by a complete 
formulation of the estimation routine. Finally, we will provide 
simulation results and initial field test results to validate the 
proposed algorithm and demonstrate its performance char-
acteristics.

Concept
The carrier phase/vision range initialization approach is based 
on observing vision-based features from two different loca-
tions of the platform. The problem of using video features alone 
is that vision measurement observables that relate changes in 
feature parameters with changes in navigation parameters 
and unknown feature ranges are homogeneous. These homo-
geneous observables can only be resolved within the ambiguity 
of a scale-factor. 

Incorporation of GPS carrier phase measurements adds a 
non-homogeneous observation component that allows us to 
remove the scale-factor ambiguity. To illustrate, consider a sim-
plified case of translational motion only. In this case, change 
in the platform position vector and unknown feature ranges 
are related as follows:
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where: ΔR is the position change vector between images (1) 
and (2);  is the unknown range to the feature k for image (1); 
matrix Hk is defined by the homogeneous coordinates of point 
features that are extracted from images (1) and (2); 02×1 is the 2 
by 1 zero vector; and K is the total number of features. 

Equation (1) is a homogeneous system of linear equations. 
For (i.e., when the number of unknowns, which is K+3 is less 
than the number of equations, which is 2K), this system can 
be resolved into position and range estimates, but only within 
the ambiguity of a scale-factor — that is, if a specific solution 
satisfies the system its scaled version will satisfy the system as 
well.

GPS carrier phase measurements provide non-homoge-
neous measurement observables that allow removal of the 
scale-factor ambiguity. Using a procedure described in the 
previously cited article by F. van Graas et alia, changes in car-
rier phase measurements between images (1) and (2) are related 
to the platform position change as follows:

where ∆φp is the carrier phase change; ep is the satellite/plat-
form line-of-sight unit vector; (,) is the vector dot product; ∆trcvr 
is the receiver clock drift that is accumulated between images 
(1) and (2); c is the speed of light; and, P is the number of vis-
ible satellites. 

Note that carrier phase changes in Equation (2) are assumed 
to be compensated for the satellite motion and changes in rela-
tive platform/satellite geometry as described in the following 
section.

Equation (1) combined with Equation (2) defines a system 
of linear equations that can be unambiguously resolved into 
position changes and range estimates. We can use the solution 
of this combined system to initialize ranges of video-based fea-
tures. In addition, the delta position vector ΔR is estimated. 

Note that the integrated GPS/vision range initialization 
does not require the resolution of integer carrier ambiguities 
because differencing of carrier phase measurements removes 
the ambiguity component. We should also point out that the 
combined use of equations (1) and (2) assumes that the plat-
form’s frame at image (1) is aligned with the global reference 
frame. This assumption is eliminated in the general case, which 
uses an estimate of the platform’s initial attitude. We will con-
sider the general case further in the next section. 

To summarize the foregoing description of the simplified 
case, Figure 1 shows a generalized diagram of the GPS/vision 
estimation routine.

Temporal changes in the GPS carrier phase are combined 
with vision measurements (image-based coordinates of point 
features) to initialize unknown ranges to vision-based features. 
In addition to range initialization, the integrated solution esti-
mates delta position and (in a general case of unknown camera 
orientation) the orientation of the camera’s body-frame relative 
to the global navigation frame of reference. 
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gPs/Vision	estimation	Approach	
This section formulates the carrier phase GPS/vision solution 
for the general six-degrees-of-freedom (6 DOF) motion case. 
First, vision observables of the estimation algorithm are for-
mulated. Next, we provide the GPS observation equations and 
then describe the estimation algorithm. 

Vision	observables. Vision observables are formulated for the 
general case of multi-aperture vision. In this case, video images 
are recorded by multiple camera apertures. As compared to 
cases of single aperture, the multi-aperture formulation has a 
number of advantages including improved situational aware-
ness, increased number of high-quality features, and a better 
feature geometry. These advantages are discussed further in the 
article by A. Soloviev et alia cited in Additional Resources.

Features that are observed in focal planes of individual 
cameras are first projected onto the surface of a unit sphere 
that serves as a unified frame of reference. Figure 2 illustrates 
this projection. 

Essentially, the unit sphere projection represents a feature as 
a unit vector with its associated azimuth and elevation angles. 
We choose the unit sphere representation because it does not 
suffer from singularity cases as opposed to a Cartesian repre-
sentation where projection singularities can exist. 

Motion constraints relate coordinates of features (spherical 
angles and their corresponding unit vectors) that are observed 
in images (1) and (2) to changes in platform position and ori-
entation between these two images. For a general 3D case that 
includes translational and rotational motion components, two 
motion constraint equations are derived:

where:
 is the distance to the feature k for image (1) (This distance 

is the unknown feature range that is sought to be initialized.);
 is the unit vector of feature k for image m (m=1,2), and  

is the unit vector perpendicular to ; 
∆Rb is the change in position vector between images (1) and (2) 
with vector components resolved in the camera’s body-frame;

 is the change in the body-to-navigation frame direction 
cosine matrix (DCM) between images (1) and (2); this change is 
defined as the direction cosine matrix for the coordinate trans-
formation that aligns body frame at image (1) with body-frame 
at image (2), i.e. ; 
K is the number of features, and matrices B and D are defined 
as follows:

where φ is the spherical azimuth angle.
We assume that the estimate of the orientation change 

matrix  is provided by the INS. In the 6 DOF case, the 
system expressed in Equation (3) is a linear system of homoge-
neous equations with regard to the position change vector ΔRb 

and unknown feature ranges. 
Similar to the simplified case considered in the previous 

section, such a system does not have a unique solution: if a 
certain solution satisfies the system, then its scaled version sat-
isfies the system as well. To resolve the scale-factor ambiguity, 
non-homogeneous measurement observations are added by 
using the GPS carrier phase. 

gPs	observables. The GPS carrier phase measurement is 
expressed as:

where:
 is the measured carrier phase for satellite p;
 is the true range between the receiver and the satellite;
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λ is the carrier wavelength;
Np is the integer ambiguity;
c is the speed of light;

 is the receiver clock bias;
 is the deterministic error term that incorporates ionospheric 

and tropospheric delay errors and satellite orbital error; 
 is the combined noise and multipath term; and,

P is the number of visible satellites.
Equation (5) assumes that the satellite clock bias is compen-

sated using ephemeris data. 
As mentioned previously, temporal carrier phase changes 

are applied for GPS/vision integration. From (5), the temporal 
phase change is expressed as follows: 

where time instances t1 and t2 correspond to images (1) and 
(2). 

Carrier phase differencing over time removes the constant 
integer ambiguity term. In addition, change in the determinis-
tic error term ε generally stays below a centimeter/second level. 
This term is therefore neglected. The change in the true range 
∆ρ is directly related to the change in the platform position. The 
range change equation is obtained by considering the satellite-
receiver geometry that is shown in Figure 3.  

From Figure 3 the following relationship is derived:

where: 
RSV is the satellite position vector;
R is the platform position vector;
∆R is the platform position change vector; note that compo-
nents of this vector are resolved in the global navigation frame; 
and,
e is the satellite-to-platform LOS unit vector.

The term  is due to the 
satellite motion along the LOS. This term is referred to as the 
SV (space vehicle) Doppler term. The term  stems 
from changes in the LOS orientation and is referred to as geom-
etry change. 

SV Doppler and geometry change are independent of the 
position change and, therefore, are compensated based on the 
approximate knowledge of the platform position and satellite 
ephemeris data. Note that this compensation uses an estimat-
ed platforms position . This estimate has to be accurate only 
within 100 meters.  

Carrier phase measurements that are adjusted for SV Dop-
pler and geometry changes serve as GPS observables of the 
combined GPS/vision estimation:

estimation	procedure. The estimation procedure combines 
vision and GPS measurement observables that are formulated 
by equations (3) and (8), accordingly. Note that the position 
change vector in Equation (3) is resolved in the camera body 
frame, while the same vector in Equation (8) is resolved in 
the axes of navigation frame. To convert both vision and GPS 
observations into the same frame of reference, GPS observables 
are transformed into the body-frame and the final combined 
observation equation is expressed as follows: 

where  is the DCM for the transformation from navigation 
frame to body frame.

Equation (9) defines a non-homogeneous system of equa-
tions that can be uniquely resolved into feature ranges, posi-
tion change vector, and orientation, assuming that a sufficient 
number of measurement observations exist. The DCM matrix 

 is uniquely defined by pitch, roll, and heading angles of the 
platform. 

Pitch and roll angles are observable in the GPS/INS inte-
grated mechanization. These angles can be accurately measured 
(at a milliradian level) by the INS that is calibrated with GPS 
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carrier phase even for cases of low-cost 
inertial and limited GPS availability. 
Therefore, it is assumed that pitch and 
roll estimates are provided by the INS. 

The use of this assumption reduces 
the minimum number of satellites 
required for the GPS/vision estima-
tion from five to three. Heading angle 
is poorly observable and is, therefore, 
included as an unknown in the GPS/
vision estimation routine. 

The equation system (9) is non-lin-
ear with regard to angular orientation. 
Therefore, an iterative solution procedure 
is applied as illustrated in Figure 4.  

The first step finds an initial (approx-
imate) value of heading. This step 
searches through all possible values 
of heading angle. A 0-to-360–degree 
search with a search grid of 5 degrees is 
currently being implemented. For each 
heading angle from the search space, 
an estimate of the DCM is computed 
and applied in Equation (9). As a result, 
Equation (9) becomes a linear system of 
equations with regard to position change 
vector, accumulated receiver clock drift 
(∆δtrcvr), and feature ranges. 

This system is resolved by using the 
least mean square (LMS) solution pro-
cedure, followed by calculation of solu-
tion residuals. We determined empiri-
cally that the LMS residual norm has a 
global minimum that corresponds to the 
true heading value. Therefore, we chose 
the heading angle that minimizes LMS 
solution residuals as the initial heading 
estimate.

The second iteration linearizes GPS 

observables around the initial heading 
estimate and then implements the lin-
ear LMS solution to compute position 
change, accumulated clock drift, adjust-
ment to the initially estimated heading, 
and feature ranges. The LMS herein is 
implemented as a weighted procedure 
that weights measurement observables 
according to their quality measured by 

the — covariances of vision measure-
ment errors and carrier phase measure-
ment noise. 

Note that position change estimates 
are resolved in the camera body frame. 
Therefore, they are transformed into the 
global navigation frame using the  
matrix that is constructed based on INS 
pitch and roll angles and the heading 
estimate that is computed as described 
earlier. 

For a general case of unknown 
receiver clock and heading angle, at least 
three satellites are required to achieve a 
full-rank of the equation system (9): one 
satellite for partial observability of delta 
position (i.e., to enable at least one non-
homogeneous relationship for the reso-
lution of delta position components), one 
satellite to resolve the accumulated clock 
drift, and one satellite for the heading 
observability. 

In this case, the number of unknowns 
is K+5 (K feature ranges, 3 delta position 
components, clock, and heading angle) 
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and the number of equations is 2K+3. 
Therefore, only two vision features are 
required to uniquely resolve the system. 
However, we do not recommend the 
use of this minimum required number 

of features as it generally leads to poor 
state observability. The availability of 
at least 5 to 10 features is desirable to 
support adequate estimation accuracy. 
It is noted that the minimum number 

of satellites can be reduced to two if the 
receiver clock is pre-calibrated and to 
one if both receiver clock and heading 
angle are known a priori. 

Test	Results
This section presents simulation results 
and initial experimental results that 
validate the GPS/vision integrated solu-
tion and evaluate its performance char-
acteristics.

simulation	results. The following sim-
ulation scenario was implemented:
• Motion scenario: straight motion 

with a two meter/second velocity
• GPS measurements: carrier phase 

with five-millimeter (one sigma) 
noise

• Vision: multi-aperture vision sys-
tem — four cameras with mutually 
orthogonal axes, 40×30-degree field 
of view, and 640×480 resolution;

• Vision features: 10 features uniformly 
distributed over the multi-aperture 
field of view;

• Feature measurement noise: one 
pixel (sigma) 

• Inertial: lower-cost inertial unit — 
0.1 degree/second (360 degree/hour) 
gyro drift

• Algorithm update rate: one update 
per second
Note that the simulation results 

reported here were generated for the 
case of a multi-aperture camera system. 
However, we observed that the increased 
number of apertures does not have a 
noticeable influence on the overall sys-
tem performance. Therefore, similar 
results can be expected for single-aper-
ture implementation.

Figures 5 through 8 show simula-
tion results for several examples of 
simulation scenarios. Figure 5 shows 
simulation results for Simulation Sce-
nario 1. In this case, three visible sat-
ellites are generated with poor satellite 
geometry as shown in Figure 5. This 
satellite geometry is representative for 
a narrow urban canyon.

Scenario 1 achieved a sub-decimeter 
delta positioning accuracy. The head-
ing estimates are accurate at a degree-
level. Standard deviations of estimation 
errors were computed as follows:
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FIGURE 5  Simulation results for Scenario 1: 3 SVs with poor geometry
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FIGURE 6  Simulation results for Scenario 2: 3 SVs with good geometry
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• East delta position error (sigma): 3.43 centimeters
• North delta position error (sigma): 6.99 centimeters
• Vertical delta position error (sigma): 2.64 centimeters
• Heading error (sigma): 2.12 degrees. 

Figure 6 shows simulation results for Scenario 2. 
In this case, we implemented an improved satellite geom-

etry. As a result, a factor 2 to 5 error reduction was achieved 
for horizontal delta position and heading error components. 
Particularly, the error standard deviations were evaluated as 
follows:
• East delta position error (sigma): 0.63 centimeters
• North delta position error (sigma): 2.53 centimeters
• Vertical delta position error (sigma): 2.65 centimeters
• Heading error (sigma): 0.94 degrees. 

Figure 7 shows simulation results for Scenario 3. We 
designed this scenario to illustrate the influence of inertial sen-
sor errors on the estimation performance. We applied a good 
satellite geometry that corresponds to the previous simulation 
scenario (Scenario 2) and simulated measurements of consum-
er-grade gyros with a 0.5 degree/second drift rate. 

As formulated in the previous section, we used gyro mea-
surements to compensate for the orientation changes between 
consecutive images (see Equation (3) above). We did this in 
order to exclude angular changes from estimated states and to 
keep the vision measurement observables linear. 

However, due to the use of gyro measurements, gyro drifts 
transform into vision observation errors and then into estima-
tion errors. As a result, a degradation of the gyro drift perfor-
mance from 0.1 degree/second to 0.5 degree/second leads to a 
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factor 2 to 3 decrease in the estimation accuracy. Particularly, 
the estimation errors for Scenario 3 were evaluated as follows:
• East delta position error (sigma): 1.39 ccentimeters
• North delta position error (sigma): 5.04 centimeters
• Vertical delta position error (sigma): 6.27 centimeters
• Heading error (sigma): 3.08 degrees. 

Finally, Figure 8 shows simulation results for Scenario 4. In 
this case, the receiver clock is pre-calibrated. As a result, only 
two satellites can be used. The gyro drift is improved to its 
original number of 0.1 degree/second. 

As shown in Figure 8, the system states can be still esti-
mated when only two satellites are available if the receiver clock 
is pre-calibrated. The accuracy performance is reduced as com-
pared to the case of three-SV availability and an uncalibrated 
clock. Specific accuracy numbers were evaluated as:
• East delta position error (sigma): 5.28 centimeters
• North delta position error (sigma): 7.53 centimeters
• Vertical delta position error (sigma): 2.91 centimeters
• Heading error (sigma): 2.13 degrees. 

experimental	results. Figure 9 depicts the experimental data 
collection setup.

This setup was developed at the Advanced Navigation Tech-
nology (ANT) Center at the Air Force Institute of Technology 
(AFIT) and used the following equipment for the GPS/vision 
experiment: 
• a 24-channel, dual-frequency GPS receiver
• Vision:
– one-camera system
– 45-degree horizontal field of view 
– 1280x1024 resolution
– Feature measurement noise: 1 pixel (sigma)
– SURF feature extraction
• Inertial:
– Lower-cost inertial unit: 0.5 deg/s (1800 deg/hr) gyro drift 

The test trajectory implemented includes straight motion 

segments with one meter/second velocity and low dynamic 
turns. Figure 10 illustrates a method that was applied for the 
evaluation of the integrated GPS/vision performance with 
experimental data. 

Experimental data were collected under open sky and par-
tially obstructed GPS conditions. The original satellite constel-
lation that includes five or more SVs was artificially reduced 
to three satellites in order to test the GPS/vision algorithm. A 
GPS-only delta position that was computed from carrier phase 
changes of the original satellite constellation served as the refer-
ence trajectory. As shown in the article by F. van Graas and A. 
Soloviev, this reference trajectory is accurate at a mm-level. 

Figure 11 shows experimental results. 
Delta position error sigmas were computed as follows:

• East delta position error (sigma): 1.55 centimeters;
• North delta position error (sigma): 5.81 centimeters;
• Vertical delta position error (sigma): 7.87 centimeters;

These performance figures agree with the evaluated system 
performance for the simulation Scenario 3, which simulated a 
consumer-grade inertial with a 0.5 degree/second gyro drift 
(i.e., the same gyro performance as in the case of the experi-
ment) and a three-SV satellite constellation. 

Overall, simulation results and initial test results presented 
in this section demonstrate the validity of the integrated GPS/
vision estimation approach. The results show delta position 
estimation that is accurate at a centimeter to sub-decimeter 
level and heading estimation accuracy in a range from one to 
three degrees.

Conclusions
This paper proposes the integration of partial GPS measure-
ments with vision-based features for navigation in GPS-chal-
lenged environments where a stand-alone GPS navigation solu-
tion is not feasible. The integration routine developed estimates 
changes in platform delta position, the platform’s heading angle 
and initializes ranges to features of monocular video camera. 
Simulation results and initial test results demonstrate the effi-
cacy of the vision/GPS data fusion algorithm.

Future work will 
focus on detailed 
eva luations with 
experimental data 
including transitions 
between partial GPS 
and GPS-denied 
e n v i r o n m e n t s . 
Future work wil l 
also consider fusion 
of vision and GPS 
for the estimation 
of absolute posi-
tion states (rather 
than delta position) 
under a limited sat-
ellite availability.
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