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Exciting times lie ahead in the 
world of satellite navigation sys-
tems. 

A vastly improved Global 
Positioning System will soon be avail-
able to the civil community, GLONASS 
is becoming more reliable with each 
passing year, and Galileo and Compass 
are on their way not far behind. Thus, in 
the near future navigation systems engi-
neers will have more pseudorange mea-
surements to work with than any of us 
would have dreamed of a decade ago. 

Given this situation, the obvious 
question then arises: “What shall we do 
with this wealth of range data?” Irre-

spective of accuracy considerations, 
this bounty of measurement redun-
dancy can make receiver autonomous 
integrity monitoring — or RAIM — a 
more robust means of assuring system 
integrity — that is, of ensuring that only 
“healthy” GNSS signals are used in navi-
gation and positioning solutions. 

This article will address how we 
might most effectively accomplish this 
end.

Background
How could anybody write a learned 
technical article on something as sim-
ple as cross-comparing two indepen-

dent GNSS solutions? In safety critical 
situations, prudent navigators have been 
comparing the readings of two similar 
instruments against each other since 
antiquity. 

This is, of course, a qualitative con-
cept, and a good one! 

Only when we attempt to quantify 
the concept in terms of strict statistical 
requirements and instrument accura-
cies does the problem becomes interest-
ing mathematically. RAIM does exactly 
that. It quantifies the concept of using 
a self-consistency check of redundant 
measurements to assure navigational 
integrity. 
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In this article, we describe a new 
variant of RAIM called Novel Integ-
rity Optimized RAIM or NIORAIM 
(pronounced “nee-oh-raim”) that can 
be applied to enhance the availability of 
the consistency check. We will discuss 
the NIORAIM concept in detail a little 
later, but first let’s consider the prac-
tical considerations of working with 
multiple GNSS signals in the integrity 
domain.

The availability of alternative GNSS 
constellations, both in the present and 
future, has stirred a great deal of inter-
est towards combining measurement 
information for enhanced perfor-
mance. In general, the more measure-
ments there are, the better the position-
ing, navigation, or timing solution. For 
integrity monitoring, however, other 
subtle considerations arise over how 
to combine these diverse signals and 
pseudoranges. 

From an optimal performance stand-
point, one would be inclined to simply 
expand the standard form of RAIM (or 
NIORAIM) to include all satellite mea-
surements from multiple constellations 
in a centralized manner. This probably 
affords the best results in terms of lowest 
integrity limits, but this approach is also 
limiting in that it assumes only one sat-
ellite failure at a time; multiple failures 
will require special accommodation that 
greatly increases the complexity of the 
solution and degrades the performance 
accordingly. 

In an ION GNSS 2005 paper titled 
“GPS and Galileo with RAIM or WAAS 
for Vertically Guided Approaches,” (see 
Additional Resources section at the end 
of this article) Y. C. Lee of Mitre and co-
authors suggested that a more conserva-
tive — albeit less optimal — approach 
would be to do the self-consistency 
check at the solution level. 

In describing a GPS/Galileo joint 
constellation, Lee proposed what is 
essentially a cross-compare of two inde-
pendent solutions, one from GPS and 
the other from Galileo. In contrast to the 
standard, more centralized RAIM solu-
tion, Lee’s proposal is a decentralized 
(or federated) solution. His approach 
allows for multiple satellite failures to 

occur within one system, but only one 
system can have a failure or failures at 
any one time. 

Tight accuracy/integrity applica-
tions have raised concerns about the 
multitude of failure types that might 
occur, however rarely, under seemingly 
“normal” conditions. The decentralized 
approach provides a clearer and stron-

ger partitioning between the solutions 
independently derived from GPS and 
from Galileo. 

This philosophy is not without prece-
dent. Most aircraft systems achieve high 
integrity by means of producing multi-
ple independent solutions from clearly 
partitioned sensors. Often, this is done 
with some compromise in accepting the 
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decentralized solution as compared to 
the centralized one.

The purpose of this article is to 
pursue this decentralized approach to 
RAIM and analyze its performance, 
especially from the viewpoint of NIO-
RAIM. In the remaining discussion, 
we will be using vertical position dur-
ing precision approach as an example 
application. The numerical values used 
for the false alarm and missed detec-
tion rate specifications are taken from 
a more recent (2007) paper by Lee and 
M. P. McLoughlin, which is also listed in 
the Additional Resources section. 

In our discussion, we do not intend 
to promote numerical values for any 
particular application. Rather, we con-
sider the methodology presented here 
to be the important contribution of the 
article. 

It is, however, worth mentioning that 
this methodology can also be applied to 
any two-system combination where the 
position parameter of interest is a scalar. 
For example, it would apply equally well 
to the along-track or cross-track integ-
rity assurance problem (with different 
numerical values, of course).

raim	and	niOraim
RAIM came into being with the publi-
cation of RTCA/DO-208 in 1991. That 
document spelled out the recommenda-
tions of RTCA Special Committee 159 
for using GPS as a supplemental naviga-
tion aid in U.S. civil aviation. 

These recommendations were trans-
lated into practice through the Federal 
Aviation Administration (FAA) Tech-
nical Standard Order TSO C129, which 
added some extensions to the RTCA 
proposal. In both documents, RAIM 
was specified as the means for assur-
ing system integrity. RAIM continues 
to this day as one of the primary means 
of assuring GPS integrity in civil avia-
tion.

The mechanics of RAIM can be 
divided into three distinct steps:
(a)  First and foremost comes the failure 

detection algorithm. This consists 
of forming a test statistic from the 
redundant measurement suite, and 
then testing it against some thresh-

old criterion to determine “failure” 
or “no failure.” Here, the algorithm 
must satisfy rigid statistical require-
ments on false alarm rate and missed 
detection probability in order to 
declare that RAIM is “available.”

(b)  In addition to requirement (a), RAIM 
must also provide to the flight crew 
a measure of the integrity limit, that 
is, a worst-case bound at 10-7 prob-
ability that is being protected by the 
RAIM. 
    For example, in the early days of 
RAIM when the most demanding 
applicable phase of flight was non-
precision approach, the horizontal 
position error being protected had to 
be calculated online, and this had to 
be less than the specified alert limit 
of 0.3 nautical miles in order for the 
RAIM measurement consistency 
check to be valid. Otherwise, RAIM 
had to be declared “not available”. 
(An interesting note: the calculated 
protection level requirement was 
not included in the original RTCA/
DO-208 document. This came about 
later.)

(c) Finally, if sufficient measurement 
redundancy is available, the faulty 
measurement must be identified 
and eliminated from the measure-
ment suite within the time-to-alert 
specification.
We will be concentrating on the two-

system, one-state RAIM problem in this 
article; so, we will only be concerned 
with steps (a) and (b). However, with a 
modest effort, the methods presented 
here could also be extended to higher-
order and more complex cases.

In the simplest form of GPS RAIM, 
we usually assume that we have a snap-
shot set of linearized redundant mea-
surement equations with three com-
ponents of position and a clock bias as 
the unknowns. We also assume that the 
allowable false-alarm and missed detec-
tion rates are specified. 

A suitable test statistic for failure 
detection can be formed in a number of 
ways, and the equivalences among the 
various methods have been discussed at 
some length in the literature. (See, for 
example, the articles by R. G. Brown and 

by R. S. Y. Young and G. A. McGraw, 
cited in Additional Resources.) We 
will not pursue this further here. Our 
approach throughout will be the parity-
space method in the referenced article by 
R. G. Brown and G. Y. Chin. 

In the usual RAIM, we choose the 
position solution that minimizes the 
mean-square error, given the measure-
ment geometry and the assumed mea-
surement error variances. Then, once we 
have decided to use the parity vector as 
the test statistic, the remaining problem 
is to compute the achieved protection 
level (say, in meters), and, hopefully, 
the calculated protection level will be 
less than the specified alert limit for the 
application at hand. 

The point of all this is that once we 
choose to optimize on position error, we 
simply have to live with whatever comes 
out of the protection-level calculation 
— there is no “wiggle room” left, and 
the RAIM availability may not be the 
best that we can do under the circum-
stances.

In a paper published in 2006 and 
cited in Additional Resources, the 
present authors proposed an alterna-
tive approach to RAIM in which they 
showed that rms position accuracy can, 
in selected applications, be traded for 
reduced protection level. That is, by a 
judicious choice of measurement weights 
in the position solution, one can achieve 
a reduced protection level with only a 
modest loss in rms position accuracy. 

The benefit of this is, of course, 
improved RAIM availability. The authors 
dubbed their new RAIM method, NIO-
RAIM to distinguish it from the usual 
conventional RAIM.

Now, let us turn to the application of 
NIORAIM to the two-system scenario. 
This may seem to be a ridiculously sim-
ple problem at first glance. However, we 
will see presently that the optimization 
to achieve the smallest possible protec-
tion level is not at all trivial.

Parity	space	statistical	test
We begin with the rudimentary linear-
ized measurement equation for the two-
system case:
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The two measurements z1 and z2 are the vertical position 
estimates coming from two completely independent satellite 
navigation systems (e.g., GPS and Galileo), x is the true vertical 
position (scalar in this case), ε1 and ε2 are the respective ran-
dom errors, which are assumed to be zero-mean Gaussian with 
known σ1 and σ2 (perhaps from real-time VDOP calculations), 
and b1 and b2 are bias components due to system “failures” of 
any sort. 

We will make the usual assumption that either b1 or b2 can 
be non-zero, but not both simultaneously. (We should note that 
either b1 or b2 could be due to multiple satellite failures within 
their individual systems. We are only interested here in the 
end result as it reflects into each individual system’s vertical 
position computation.)

The first step in the parity-space approach is to condition 
the measurement equations such that the random noise compo-
nents have equal standard deviations, or sigmas. The resulting 
measurement equation is now

where the sigma ratio is denoted as λ, i.e.,

Note that the “multiply through” operation does not change 
the physical measurement situation in any way.

The next step is to normalize on σ2, i.e., let

Then, all distance calculations are now in σ2 units. (This 
becomes a convenience later in composing a lookup table for 
protection level as a function of λ.)

The equations for forming the estimate  and the test 
statistic p are

Note especially that  is formed as a general weighted least-
squares estimate rather than the usual least-squares estimate 
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where w = I. The weight matrix w that yields the best protection 
level will be considered later. 

The P matrix is called the parity transformation matrix, 
and it takes the conditioned measurement vector z' into the 
test statistic p. It is easily verified that

is a satisfactory P matrix in this application. (The only require-
ments are that P be orthogonal to H' and that P is normalized.) 
The test statistic is now formed as

or, in terms of the random noises and biases

It is comforting to find that the formal mathematical parity-
space approach says that the test statistic should simply be the 
difference between the two measurements, appropriately scaled. 
This is what we expected from the beginning! 

However, now the scale factor on the difference tells us pre-
cisely where to set the threshold to achieve the specified false 
alarm rate. This is routine once we know σ1 and σ2, and assume 
Gaussian statistics throughout. (Note that p is the usual scalar 
normal random variable with sign.)

Calculation	of	the	estimate,	estimation	error,	slopes	and	Vertical	
integrity	limit. In the weighted least squares position estimate 
equation (Equation 5), we let the weighting matrix w be:

Recall that the weights in weighted least squares are relative. 
Therefore, the 1,1-term can be arbitrarily set to unity. The 2,2-
term is written as the product of positive terms α and λ, and the 

reason for introducing α will be apparent in a moment. 
Using the definition of w and noting that z' = [λz1 z2]

T,  
can now be rewritten in terms of the raw measurements z1 and 
z2 as

Note that the weighting coefficients of z1 and z2 involve only 
α, and not λ. This is convenient because then we can think of 
holding λ fixed in our parametric study and vary the weighting 
by adjusting the α parameter.

We are, of course, interested in the estimation error, and it 
can be written (recalling Equation 5) as

Note that e does not depend on the true value of x, and this 
is how it must be in the failure detection scenario. 

Both p (Equation 9) and e (Equation 12) are Gaussian ran-
dom variables, and their means are obtained from the slope 
equations and the assumed bias in the measurement domain. 
The slope equations are:

If we put the bias b in measurement z1, 

Similar equations apply when we put the bias in z2.
While the slopes form the deterministic component of the 

relationship, the statistical portion is made up of a noisy scatter 
with a bivariate Gaussian density function. This distribution 
has a covariance matrix C that is given by:

Note that the off-diagonal correlation terms in Equation 
16 become zero when αλ = 1, i.e., the usual RAIM scheme in 
which the w weights are uniform. Let us designate this special 
case of C with αλ = 1 to be called C0.
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FIGURE 1  In plotting parity value (p) versus vertical position error (e), the 
protection bound is represented within the shaded region and combines 
a deterministic component as well as a smaller statistical component.  
(Total Bound 1 shown for only one half of a two-sided bound.)
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Figure 1 shows a conceptual example of λ = ½ for w = I 
(uniform weighting). It graphically depicts the slope1 relation-
ship between p and e, and shows a noisy scatter of data with a 
bivariate Gaussian distribution of covariance C0 and a bias in 
Measurement 1. 

The effect of a failure of this measurement on the vertical 
position may be bounded by the additive combination of two 
components, one deterministic from the intersection of slope1 
with the threshold and the other an incremental statistical 
component that we call a scatter margin due to the noisy scat-
ter described previously. (Note that the threshold is predefined 
by false alarm rate requirements).

Calculating the total protection bound (which includes the 
contribution of both aforementioned components) with rea-
sonable precision is no cakewalk. We will refer to this total 
protection bound as vertical integrity limit or VIL (sometimes 
also called the vertical protection limit). That is, we are assured 
that any vertical error larger than VIL will be detected within 
the given specifications. 

In Figure 1, the noisy scatter is shown as an elliptical smear 
of samples representing the Monte Carlo scatter at one particu-
lar location corresponding to a given bias. This scatter retains 
its shape regardless of the bias. 

Conceptually, the scatter can be thought of as moving up 
along the slope line as we increase the bias. In doing so, it is 
clear that a small bias will produce very little encroachment of 
the scatter into the missed detection region.

An increasingly larger bias would push the scatter well into 
the detection region and out of the missed detection region. 
Thus, it is the mid-range biases that are troublesome, and we 
need to be able to compute the missed detection rate associ-
ated with the portion of the scatter that intrudes into the missed 
detection region. This can be done with numerical integration. 

Fortunately, both p and e are Gaussian random variables 
(with sign); so, their joint probability density function can be 
written out explicitly, given the assumed biases and covari-
ance matrix. Thus, numerical integration is quite feasible in this 
case. The necessary parameters are the biases and the covari-
ance matrix of p and e, C as given in Equation 16.

Thought about another way, we can use numerical integra-
tion of the Gaussian density function to find the horizontal 
edge such that the probability within the missed detection 
region is exactly equal to the specified allowable rate. 

But that is by no means the end of it! 
That edge, or protection level, is valid only for that assumed 

bias. Because we follow a worst-case protection philosophy for 
integrity monitoring, this same process must be repeated over 
and over for different biases. The total bound is the largest of 
these protection levels (horizontal edges) thus computed. 

Although we almost never identify what that worst-case 
bias actually turns out to be, we do assume that the computed 
protection bound has considered the worst-case bias that gave 
rise to the largest protection level.

Next, if we put the bias b in measurement z2,
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in Figure 2, we superimpose the contribution of a failure on 
Measurement 2 onto that of Measurement 1, while still dealing 
with the λ = ½ and w = I case. Note that the protection bound 
with the bias on Measurement 2 is much larger than for the 
Measurement 1 case, primarily because slope2 is much larger 
between the two. 

Now, it may appear at first glance that all we have to do to 
achieve a better balance between the two protection bounds 
is to decrease the α from 2 to 1. From the slope equations, it 
can be seen that this will equalize the slopes; as we decrease α, 
one goes “up” and the other goes “down” until they are equal 
when α = 1. 

Again, at first glance, it would appear that we now have 
perfect symmetry in both the slopes and scatter, and that we 
have achieved the optimum (that is, minimum) VIL. However, 
the fallacy in this thinking is that as we decrease α from the 
αλ = 1 condition, the cross-correlation term in the C matrix 
(Equation 16) becomes non-zero, and the respective scatters 
become skewed as shown in Figure 3. 

This destroys the symmetry by the way that the respective 
scatters encroach into the missed detection region. Thus, the α 
= 1 (equal slopes) condition does not, in fact, yield equal VILs! 
The net result is that we are not “there” yet; we must search 
further for the truly best α that will minimize the VIL.

 Next, consider a conceptual search experiment. Suppose 
we pick a particular sigma ratio λ, say λ = ½, and hold it fixed 
throughout the experiment. Then, consider a test set of discrete 

α values of a range of interest, say α = 0.55, 0.60, 0.65, 0.70, 
0.75, 0.80. Finally, choose one of these, say α = 0.55, and with 
λ and α held fixed, put the bias on measurement 1, and choose 
approximate test values for the bias and VIL such that the scat-
ter is pushed into the missed detection region far enough to 
give a miss detection rate somewhere near the specified allow-
able rate. 

Now do a numerical search by successive perturbations of 
bias and VIL until the calculated missed detection rate (by inte-
gration) matches the desired allowable value. The resulting VIL 
represents a worst-case VIL for the given λ and α. (As a final 
check, one could do a small perturbation of bias in either direc-
tion and the calculated miss detection rate should decrease for 
both perturbations.) 

If we repeat this trial-and-error perturbation experiment 
for each of the other chosen values of α, it would provide sam-
ple points for the monotonically decreasing portion of the plot 
shown in Figure 4.

Next, repeat the collection of experiments over again with 
the bias put on Measurement 2 rather than Measurement 1. 
This would provide data points for the curve shown with a 
monotonically increasing line in Figure 4. Bear in mind that 
each of the points on both plots represents worst-case situations 
of bias for particular values of α. 

FIGURE 2  If we superimpose Slope2 on the plot of Slope1 from Figure 1, 
the total bound from Measurement 2 dominates as affording p oorer 
(larger) protection bound and must thus define the VIL to account for 
the worst case between the two measurements.  (Total Bound 2 shown 
for only one half of two-sided bound.)

FIGURE 3 If the noisy scatter is skewed, the scatter margin depends on the 
sign of the statistical correlation as compared to the sign of the slope 
(In general, the scatter margin is smaller if the two quantities are of like 
sign.)  Due to this asymmetry, equalizing the protection bounds does 
not arise from equalizing slopes and thus must be computed numeri-
cally and optimized accordingly.
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This adheres to accommodating the worst case situation.
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The intersection of these two plots 
represents the item of special interest 
in NIORAIM. This is truly a minmax 
optimization problem. We look for the 
minimum of the maximums (worst-case 
bias situations), and this occurs at the 
intersection of the two plots. The value 
of α there then provides the appropriate 
weighting of the measurements z1 and z1 
(via Equation 11) to yield the best pos-
sible (i.e., minimum) VIL. 

With the false alarm rate set at 4 × 
10-6 per sample and allowable missed 
detection rate set at 0.000825, the opti-
mum values for α and VIL worked out 
to be

α = 0.704
VILminmax = 9.28

All of this conceptual effort has pro-
vided just one entry into our lookup 
table. The effort must be continued for 
other values of λ to complete the table 
and a typical completed table is shown as 
table 1 for false alarm rate = 4 × 10-6 and 
missed detection rate = 0.000825.

The search procedure described here 
was admittedly crude and clumsy. This 
was intentional in order to emphasize 
the minmax nature of the optimization 
problem. Suffice it to say, more efficient 
ways exist to accomplish the search 
numerically (offline, of course).

the	tradeoff:	Comparing	
niOraim	&	raim
We mentioned earlier that NIORAIM 
optimizes on the protection level, where-
as conventional RAIM optimizes on rms 
error under normal no-failure condi-
tions and then simply accepts whatever 
VIL comes out of the analysis. Of course, 
the price one pays for improved protec-
tion (i.e., lower VIL) is increased rms 
position error under normal no-failure 
conditions. 

We will now consider the tradeoff for 
a nominal set of allowable missed detec-
tion rate and false-alarm rate specifica-
tions. Let’s begin by defining RAIM as 
being one where the position estimate 
is obtained using the usual least-squares 
formula

where z' is the conditioned measurement 
2-tuple after “multiplying through” to 
equate the measurement sigmas. This, of 
course, minimizes the mean-square posi-
tion error, and the linear weighting of the 
two measurements is set accordingly. 

The estimate equation is different for 
NIORAIM (see Equation 5), because w is 
not equal to I. The test statistic is another 
matter, though. We use the same equa-
tion for NIORAIM and RAIM, and 
repeat it here for convenience:

In order to make a fair comparison 
between RAIM and NIORAIM, we will 
use the whole p and  (i.e., including 
sign) rather than just magnitudes as is 
usually done when horizontal position 
is the variable of interest. 

So, in brief, the difference between 
NIORAIM and RAIM appears only in 
how we weight the measurements in 
the estimate equation, and this, in turn, 
affects the integrity limit calculations.

For convenience in comparison, the 
two estimate equations can be rewritten 
in terms of the raw measurements z1 and 
z2. From Equations 11 and 18:

It might appear at first glance that 
the NIORAIM  does not depend 
on λ. It does, however, because the α in 
NIORAIM is a very special value that 
comes from the minmax solution for the 
best VIL, and this, in turn, involves λ.

Consider for a moment the special 
case where the poorer measurement 
of the pair (i.e., z1) has a sigma that is 
twice that of z2. Thus, in this case, λ = 
½. From the table lookup of Section 4, 
we find that for this λ, the best α is: α = 
0.704. Then, for these numerical values, 
the two estimate equations become

λ α VIL

1.000 1.000 5.9492

0.909 0.950 6.2526

0.833 0.907 6.5654

0.769 0.869 6.8862

0.714 0.836 7.2144

0.667 0.807 7.5485

0.625 0.782 7.8879

0.588 0.759 8.2320

0.556 0.739 8.5804

0.526 0.721 8.9314

0.500 0.704 9.2856

0.476 0.690 9.6430

0.455 0.676 10.0014

0.435 0.664 10.3630

0.417 0.653 10.7257

0.400 0.642 11.0905

0.385 0.633 11.4564

0.370 0.624 11.8238

0.357 0.616 12.1924

0.345 0.609 12.5625

0.333 0.602 12.9326

0.323 0.596 13.3038

0.313 0.588 13.6770

0.303 0.584 14.0503

0.294 0.578 14.4236

0.286 0.574 14.7990

0.278 0.569 15.1723

0.270 0.565 15.5477

0.263 0.560 15.9253

0.256 0.556 16.3007

0.250 0.553 16.6782

0.244 0.549 17.0558

0.238 0.546 17.4333

0.233 0.543 17.8108

0.227 0.540 18.1894

0.222 0.537 18.5680

0.217 0.534 18.9477

0.213 0.532 19.3273

0.208 0.529 19.7064

0.204 0.527 20.0866

0.200 0.524 20.4663

*	Assumes	a	threshold	of	4.611	meters	and	allowable	
missed	detection	probability	of	0.000825

TABLE 1. λ, α, and VIL values for false alarm rate =  
4 × 10-6 and missed detection rate = 0.000825*



32       InsideGNSS  m a y / j u n e  2 0 0 8  www.insidegnss.com

Note that in RAIM, the better mea-
surement z2 (in terms of rms error) is 
given the most weight in forming . 
This is the natural thing to do. 

On the other hand, with NIORAIM, 
the relative weighting is reversed. The 
poorer measurement is given more 
weight. This seems counterintuitive at 

first glance; however, on second thought, 
it makes sense. Imagine a gradually 
increasing failure occurring in z2 (the 
better measurement), and remember 
that the test statistic reacts to this failure 
the same way in both RAIM and NIO-
RAIM. Now, according to Equations 
20 and 21, the failure reflects into the 
RAIM estimate much faster than into 

the NIORAIM estimate. So, at detec-
tion, the RAIM estimation error will 
have grown to be much larger than the 
NIORAIM one. Thus, the protection 
level is certainly poorer (that is, larger) 
in RAIM than it is in NIORAIM. 

Of course, a small price must be paid 
for the improvement in failure protec-
tion with NIORAIM over RAIM. Figure 

integrated	multi-gnss	systems
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5 compares the VILs and vertical posi-
tion errors (VPE) of RAIM and NIO-
RAIM using typical values of missed 
detection and false alarm rates set at:

Allowable missed detection rate = 
0.000825

Maximum false alarm rate = 4 × 10-6 
(Threshold = ±4.611)

For example, consider the situation 
when the sigma of the poorer measure-
ment is twice that of the better one. As 
Figure 5 shows, the VIL is reduced from 
13.7 to 9.3 in going from RAIM to NIO-
RAIM. This is a reduction of about 32 
percent — not dramatic but certainly 
significant. 

Figure 5 also shows the correspond-
ing loss in rms accuracy for the same 
2:1 ratio of measurement sigmas. The 
increase in rms error goes from 0.89 for 
RAIM to 1.38 for NIORAIM. This is 
about 55 percent, which seems a bit large 
in percentage terms. However, if σ2 is just 
a meter or so, the loss of another half 
meter or so might be quite acceptable in 
order to achieve better availability.

Conclusions
A rigorous methodology has been pre-
sented for analyzing the effectiveness 
of NIORAIM when applied to the two-
system problem, along with results com-
paring NIORAIM with conventional 
RAIM. These show that a significant 
reduction in VIL is obtainable for typi-
cal civil avionics integrity specifications. 
The improvement in VIL comes with a 

modest loss in rms 
accuracy during 
normal no-failure 
conditions, which 
may or may not be 
acceptable, depend-
ing on the situation 
at hand. 

The authors do 
not mean to recom-
mend NIORAIM 
for any speci f ic 
applicat ion. The 
methodology pre-
sented here is sim-
ply offered for fair 
consideration along 
with other alterna-

tives in any particular application. No 
attempt has been made here to evaluate 
the availability rates. This is obviously an 
important facet in any integrity assur-
ance application, but we will leave it to 
others to address this problem.

In this article, we have explained 
multi-GNSS NIORAIM in terms of 
a two-system combination. However, 
the same methodology can be readily 
extended to situations involving even 
more systems, and this may prove to be 
of greater importance as additional sys-
tems become operational. 

In such cases, the computational 
effort turns out to be more intensive; 
so, the use of a lookup table certainly 
becomes even more valuable. A three-
system lookup table, for example, would 
become two-dimensional (in λ) instead 
of the one-dimensional lookup table 
shown in this paper for the two-system 
case. 

Even though the preparation of this 
lookup table will be considerably more 
involved, the real-time operation of 
deriving the VIL given the associated 
sigmas of the three systems is expected 
to be quick and efficient. 
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FIGURE 5  A comparison between NIORAIM and RAIM solutions of the 
vertical integrity limit (VIL) and vertical position error (VPE) are shown 
as a function of the parameter 1/λ, which corresponds to the ratio of  
σ 1/σ2.  The differences between NIORAIM and RAIM become more 
evident as the disparity between σ1 and σ2 rises.  The lowering of the 
NIORAIM VIL as compared to the RAIM VIL is far more significant than 
the increase of the NIORAIM VPE as compared to the RAIM VPE.


